
Montecarlo simulation of high energy physics 
using hardware accelerators
Carlos Vico Villalba, Pelayo Leguina López, Santiago Folgueras Gómez

Grant PID2020-113341RB-I00 funded by: 



Why do we use MC simulation
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• Already covered by other colleagues, just focusing on the 
premises here.

• In High Energy Physics (HEP) we want to access the structure of 
the proton at ~TeV scales.
• In order to do so: we built the LHC (𝑝𝑝𝑝𝑝 → 𝑋𝑋)
• Moreover, we built large detectors such as CMS to detect X.
• From X (Final state) we infer the physics of the proton 

(Initial state).
• Problem: in data, where’s the X coming from?

• Same final states can come from multiple initial states.
• Solution: use Montecarlo (MC) simulation

• Generate hundreds of millions of final states from a given 
initial state (signal).

• Do this for all the initial states that can lead to the same final 
state (background).

• In a sufficiently large dataset, data should behave as what 
the standard model (SM) predicts as signal + background.

𝑋𝑋Initial state



Why do we use MC simulation: a practical example
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Signal (WZ) Background
• From Miguel’s talk: WZ analysis.

• In data, we don’t measure directly 𝑊𝑊 and 𝑍𝑍 bosons  we 
measure their decay products.
• So we measure e.g. ℓ±𝜈𝜈 ℓ+ℓ−
• But those 3ℓ and 𝜈𝜈 may come from a WZ initial state or a 

qqZZ final state…
• By comparing WZ MC + ZZ MC to data, we learn most likely 

the 3ℓ come from a WZ initial state (with our selections).
• But there’s a component of ZZ in our data which is not entirely 

negligible.

Take-home message: we need 
MC simulation in HEP.

https://indico.uniovi.es/event/11/contributions/74/attachments/44/70/WZ_ICTEA2024.pdf


What are MC generators
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• Starting with the real contents of the talk…
• How do we generate MC? What are MC 

generators?
• Essentially, software packages that compute 

matrix element calculations.
• There are several on the market. The most 

common ones:
• Pythia8: up to leading order (LO) in QCD.
• Herwig7: up to LO in QCD.
• Madgraph5_aMC@nlo: up to next to leading 

(NLO) order in QCD 
• Sherpa: up NLO in QCD.
• Powheg: up to NLO in QCD.

• Typically MC generator (e.g. madgraph) software 
start from very basic inputs from the user, and 
write (typically) fortran code to compute the 
matrix elements, taking into account all the 
theory ingredients one needs to do so.

* At NLO it also computes at least UV counterterms, but I personally 
don’t think we should think at NLO for the moment.



MC generators from a computational point of view
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• From a computational point of view, each step of the generation has a “computational interpretation”.



How do MC generators run
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• Up until very recently, all MC generators 
were run on CPU. 
• Not the best solution for parallelized 

computations.
• Running times not good.

So this is a real 
problem!

• Biggest problem is not one week to compute all matrix elements.
• Biggest problem is that many times the job gets killed because it takes 

too much time to run.
• This can significantly impact when the MC simulations are available 

for experimentalist to use on their analyses…
• CMS produces millions of millions of events per year in order to do 

analysis.
• So any delay of 1 week, can result on a month-scale delay (or even 

more).



Our project
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• Very recently, Madgraph5_aMC@NLO authors deployed a version of their code that can run on GPUs.
• This version significantly improves computation times (see this talk).

So our idea is: can we do this on
hardware based accelerators?

• FPGAs are:
• Highly parallelizable
• In some cases not as fast as GPU.
• But less power consuming.
• Hardware based! really versatile.

parallelizable

See talk by P. Leguina.

https://indico.jlab.org/event/459/contributions/11829/attachments/9445/13694/23.05.-Madgraph-CHEP-SH.pdf
https://indico.uniovi.es/event/11/contributions/77/attachments/36/62/ICTEA_pelayoLeguina_2.pdf


Our Project: current status
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• The project is still at early stages.
• The first plan is to take an easy process to do (even analytically) with Madgraph5_aMC@NLO and see if 

we are able to implement it on a FPGA.
• The parallelization comes in the matrix element calculations.

parallelizable

The idea is to fit each 
of this into a FPGA 
that computes all 
matrix elements 
simultaneously



Our Project: where do we plan to do it
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parallelizable



Conclusions
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• MC simulations are key for the proper development of experimental high energy physics.
• Sometimes not even theoretically limited…
• But computationally limited!
• Good thing here: going beyond in computing is (sometimes) easier than improving on matrix 

element integration.
• There’s already an approach, taken by the authors of madgraph, that is based on GPUs.
• Can we take our expertise on FPGA and see how well it behaves for this task?

• We will see ;).

parallelizable

Thank you for your attention!
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