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If you are reading this as a web page: have fun! If you are reading this as a PDF:
please visit

https://www.hep.uniovi.es/vischia/persistent/2024-05-07_ArtificiallIntelligenceAtCERN_vischia.html

to get the version with working animations
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We Try to Understand the Universe

History of the Universe
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BICEPZ2 Collaboration/CERN/NASA

Image from


https://home.cern/news/series/lhc-physics-ten/recreating-big-bang-matter-earth

1954.

CERN s '

r
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0On 10 June 1955, CERN Director-General, Felix Bloch, laid the foundation stone on the Laboratory site,
watched by Max Petitpierre, the President of the Swiss Confederation. (Image: CERN)

Image from the CERN archives


https://home.cern/about/who-we-are/our-history

1964: CERN's nursery

CERN/PI 186.4.64

As well as firemen, cleaners and transport staff, teachers from the
CERN nursery school and girl guides from the international troupe at
Ferney-Voltaire helped to look after the children. The Geneva
authorities kindly lent the playground equipment.

Image from


https://cds.cern.ch/record/1728671/files/vol4-issue5.pdf

Our mission

Our mission is to:

o performjworld-class researchlin fundamental physics.

e provide a unique range ofparticle accelerator facilitiesfthat enable research at the

forefront of human knowledge, in an environmentally responsible and sustainable way.

e funite people

from all over the world to push the frontiers of science and technology, for

the benefit of all.

e |train new generationslof physicists, engineers and technicians, andlengage all citizens

in research and in the values of science.

Image from the CERN website
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Image from 10.1103/PhysRevSTAB.16.054801

A vocation for recycling
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Existing CERN accelerator complex with Large Hadron Collider (LHC), Super Proton Synchrotron (SPS), Proton
Synchrotron (PS), Antiproton Decelerator (AD), Low Energy lon Ring (LEIR), Linear Accelerators (LINAC), CLIC
Test Facility (CTF3), CERN to Gran Sasso (CNGS), Isotopes Separation on Line (ISOLDE), and neutrons Time

of Flight (n-ToF).
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https://doi.org/10.1103/PhysRevSTAB.16.054801

Discover!
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https://www.nytimes.com/2012/07/05/science/cern-physicists-may-have-discovered-higgs-boson-particle.html

Keep rediscovering!
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http://127.0.0.1:8001/my_statistics_course/some%20CMS%20Analysis

Our latest Nature paper

(strong ICTEA contrib!)

CMS 138 fb™! (13 TeV)
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https://doi.org/10.1038/s41586-022-04892-x

Al the eternal buzzword?

o Artificial Intelligence (Al)
e Machine Learning (ML)

o Statistical Learning

®  Artificial Intelligen ... ®  Machine Learning Deep Learning + Add comparison
Search term Search term Search term P
Worldwide ¥ 2004 - present v All categories v Web Search ¥
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https://trends.google.com/trends/explore?date=all&q=AI,Machine%20Learning,Artificial%20Intelligence
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https://trends.google.com/trends/explore?date=all&q=AI,Machine%20Learning,Artificial%20Intelligence

What do we do

First principle, quantum
theoretical model

Colliders collecting 40
million events/s

Detectors with 100 million
readout channels

Massive theory-driven
simulation codes

Complex reconstruction chain:
from low-level readouts to high-
level physics objects

19.7 1" (B TeV) + 5.1 1" (7 Tev)
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https://indico.nikhef.nl/event/4875/contributions/21153/attachments/8264/11798/DeepLearning_EUCAIFCon_Amsterdam_2024_v2.pdf

Where we can plug Al

Highlight symmetries,
eorem proofing, model
simplification

Online control, design of
new accelerators

§ Fast Al-assisted inference
for triggers, design of new
ectors or experiments

Al-learned MonteCarlos
surrogates,
differentiable simulators

Reconstruction of physics objects,
tagging of reconstructed objects

19.7 1" (B TeV) + 5.1 1" (7 Tev)

10
35- CMS S/(S+B) weighted sum
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asb v B component
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Where we can plug Al
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heorem proofing, model
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Al-learned MonteCarlos
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differentiable simulators

Reconstruction of physics objects,
tagging of reconstructed objects
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https://indico.nikhef.nl/event/4875/contributions/21153/attachments/8264/11798/DeepLearning_EUCAIFCon_Amsterdam_2024_v2.pdf

Most theory papers are symbolic

e Al-assisted theorem proofing

o

&
Lean 7 coq S4) 1sabelle
[de Moura et al., 2015) j [Barras et al., 1997] [Nipkow et al., 2002]

https://machine-learning-for-theorem-proving.github.io/ (NeurlPS 2023)

¢ LLMs to solve mathematical problems

Article \ Open access \ Published: 14 December 2023

Mathematical discoveries from program search with
large language models

Bernardino Romera-Paredes &, Mohammadamin Barekatain, Alexander Novikov, Matej Balog, M. Pawan

o Simplify polylogarithms (no classical algorithm available, LLMs 91% success!)

Dutch:

Nnaamsveranderingsdocumentenbriefgeheel
- . 2Ea - 2Zax

Ff(x) = 9O (—Lln(x) — T.ig (f‘/g — Liig (—z o \6))

+ a (—Li-:,(:::) 4 T (m f_ 1) 4 Lis(w + 1) — Lio(—=) In(x + 1))

— 4 (Liz(:z: —+ 1) Im(w + 1) + é In®(xz + 1) + ; 1o — ) In® (@ + 1))

translatk‘

English: dossier
F(x) = —Lis(x®) — Liz(x?) + 4Cs
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https://indico.nikhef.nl/event/4875/contributions/21152/attachments/8268/11791/EuCAIFcon2024-Schwartz.pdf

Examples from Matthew Schwartz

Most theory papers are symbolic

e 5-point MHV amplitude w/ Feynman diagrams: from 1990 tokens to 27 tokens

<12>2¢15>2¢2a)<3a>[12] [14] [15] [23] [25] + (12>3(15>X<(23><3a><4as>[12] [15] [23] [=25] [34]@

<1s5>2(=3>(3a>2c¢as>=[12]"~ [15] [23] [as5]

transformer

\ - simplified form

of 2 terms

Feed to network

<12>=
{15>({233<{3a>La5>

Solve string theory &

e Find nontrivial Calaby-Yau metrics = Compactiffona  yses metric compute

(1910.08605) Calabi-Yau mamy\spectrum

e Look for fixed points of metric

flows (2310.19870) -\/ -

e Predict rank of gauge group refine to find SM
(1707.00655, prediction later
proven)
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https://indico.nikhef.nl/event/4875/contributions/21152/attachments/8268/11791/EuCAIFcon2024-Schwartz.pdf

Beyond symbolic manipulation

[ Can AI ﬁnd inte resting questionS? Article ‘ Open access ‘ Published: 10 February 2024
t The current state of artificial intelligence generative

| dels i tive than h
e Can Al models teach themselves to divergont thinking taaks o ans on

be good physicists using data? Kent £, Hubert &, kim N. Awa & Darya L. Zabelina

Scientific Reports 14, Article number: 3440 (2024) | Cite this article

o If Al understands physics (can T cosses 282 et et
calculate everything) but we do GPT4

GPT41
GPT42

not, do we consider it an P
acceptable "understanding"?

Control 2
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Control 4

Control § L]
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Control 11 L]

. humans
Control 13 [ ] >
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Fig. 3. Originality National Percentile Ranks (GPT-4 and Control Group).

»
>

Torrence Test score
GPT4 more creative than 99% of humans
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Accelerate accelerators

e Daily operation and control have huge impact on resources and efficiency

o Beam scheduling: changing supercycle requires 20-100 clicks (2-25min) about 60 times/day

o 15% of the yearly cost of SPS fixed target cycle employed for "waste" cycles to mitigate
hysteresis problems

e What if we could make them fully automatic (like e.g. Space telescopes)?

[,

Competmg
ObJECtIVES

by

External
conditions

AN

Constraints
B - >
H

Repeatability
errors

Image from 2312.05667

Operational complexities

Accelerated beam

Operator inputs

/

Accelerator control
algorithm

-----[F@
: Physics
1 knowledge

/

Control parameters

magnet currents, RF parameters,
laser settings

quadrupole scans, TDCs

Limited, noisy beam measurements
transverse profile monitors, BPMs, ICTs,

O —

Measurement
database

Pietro

Goal: specific beam
characteristics at the target
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https://doi.org/10.48550/arXiv.2312.05667

Accelerate accelerators

e Hierarchical, Al-controlled autonomous systems

e Optimize trasmission to target in a system with 5 DoF, using Bayesian
Optimization

= == Constant Prior NN, r=0.3, MAE=0.3
Target 100 4
<
Doublet < 754
C .
o /
‘0 ==
o 50 1 /
Bends S 25 -
= _-
o L7
T . I t T T T T
riple 0 10 20 30
Step

Courtesy T. Boltz et al, arXiv:2403.03225
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Trigger

e See talks by A. Zabi and S. Folgueras

e Pack Al models into the L1 trigger — improve selection criteria

o AtICTEA!

e Cando e.g. anomaly detection, and online graph building

H
Probabilistic c
Encoder
=

RIFAXOLITL

Probabilistic
Decoder

CMS Experiment at the LHC, CERN
Da led: 2023-May-24 01:42:17.826112 GMT
Run / Event / LS: 367883 / 374187302

Neu et al 2307.07289 \ /i 1io A ctisciatintelisence at CERN - 2024.05.07 — 19/ 37




Simulations: the problem

e Monte Carlo simulations are very costly

e The more data we collect, the more simulated events we need

Particle-ID and charge : '
isElectron, isPhoton, ..

Kinematics :
Pr: i # muon
Iy
| , electron
1 + charged hadron /—\’
H ‘E
|-

GAN: Adversarial L e _. IE’ [Generator| | |
* D(x) @ G(z) *

training
-

75 . —
N - X VAE: maximize = Encoder Decoder | |
variational lower bound 9 (2lx) po(x]z)
Trajectory displacement : ~

dy : closest approach to PV in xy-plane B
d, : z position where d, is evaluated

Jet constituents e e PRl B Showers in complex high-
= resolution calorimeters

Diffusion models: xol -
Gradually add Gaussian =
noise and then reverse

aco

nt-level kinematics Pile-up Interactions
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Simulation: two solutions

1. Use classical
simulation or collider
data as input

2. Train generative

3. Oversample
surrogate

GAN: Adversarial . _|Discriminaton . _[Generator| | ¥
training D(x) G(z

b

VAE: maximize x Encoder Decoder X
variational lower bound qo(ZIX j m(X\t)

Flow-based models: x| o Flow _EI N 'ﬂffm 0. o
Invertible transform of f(x) (=)
distributions

Diffusion models:
— X1t -
Gradually add Gaussian o= X1
noise and then reverse

* Very recently, Madgraphs_aMC@NLO authors deployed a version of their code that can run on GPUs.
 This version significantly improves computation times (see this talk).

- *—— e—m em em e e e em m— Em e e e e e e e e E— = = = e— e -
—tt

o6 S So our idea is: can we do this on
2%, hardware based accelerators?
§ 2 o * FPGAs are:
£ 3 104 * Highly parallelizable
28 - In some cases not as fast as GPU.

107 e But less power consuming.

< < Y S N} Q S
=+ L > S
RS S S &
=+ S $
+& K
\ J\ A )
Y
Intel AMD NVidia

1
1
]
1
1
1
1
1
: * Hardware based! really versatile.
1
1
]
1
Talk by C. Vico Villalba 1
]
1
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https://arxiv.org/abs/1705.02355
https://arxiv.org/abs/2008.06545

Simulation: long term solution

o Make everything differentiable, exploiting differentiable programming

Cheetah MadJax
Cheetah — A High-speed Differentiable & Q (differentiable matrix element

Beam Dynamics Simulation for Computation)
Machine Learning Applications
4th ICFA Machine Learning Workshop LY “ . le—22 e+e"—>HiggS—>ZZ—t4/ le—23
—_— ——— T N 2.50 1 — |MJ?
o 0.0
2.25 A
. . -0.2
Gradient-based Tuning 2.00 1
-0.4 N
g 1.75 A o %
» Tune magnet settings or lattice parameters using the gradient of the Ng 1.50 4 ' Ng
beam dynamics model computed through automatic - 08 i
differentiation. 1.25 A ’
« Seamless integration with PyTorch tools tuning neural networks. 1.00 - -1.0
+ Becomes very useful for high-dimensional tuning tasks (see -1.2
neural network training). 0.75 1
80 100 120 140
Mz (GeV)

Deviation from target /
ground truth

Actuator / unknown variable
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https://www.hep.uniovi.es/vischia/persistent/2022-10-06_autodiffAtPHYS570AIPurdue_vischia.html
https://arxiv.org/abs/2401.05815
https://arxiv.org/abs/2203.00057

2309.06782

Reconstruction...

Raw tracker hit

Raw ECAL hit

Raw HCAL hit

Raw Muon chamber hit

Tracks and calorimeter hits

— Track
fy @® Raw ECAL hit
7. ® Raw HCAL hit
- Raw Muon chamber hit

Calorimeter
clustering

Tracks and calorimeter clusters

(4
o i

OO
(@
— Track
@ ECAL or HCAL cluster

)
0%
\&

i

d Particles
N/
f ’f, " / Charged hadron
7 Photon
— Neutral hadron
— Electron
~ — Muon

3
&
go"

00“00

Reconstruction
maps low-level
detector read-outs

to physical
particles

(Which in-turn are the
basis of higher-level
interpretation)
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https://arxiv.org/abs/2401.05815

2309.06782

..with Al

Event as input set Event as graph Transformed inputs
X={x} X= {xi}’AzAij H={h}

LIPS Graph building Message passing

A
I

° FX|w) = CX,Alw) =

Target set ¥ = {y;} Output set 1" = {y/} l

Decoding

f !
Elementwise loss L(y;, y/) AT
classification & regression FFN

—>
’

D byl w) =

x; = [type, pr, Egcars Encars > @ Nouters Pouters 4 - -1, type € {track, cluster}

Y= [PID, pr, E,n, ¢, q, ...]1, PID € {none, charged hadron, neutral hadron, y,
h; € R26
Trainable neural networks: &, &, 9
® - track, 7 - calorimeter cluster, M - encoded element

- target (predicted) particle, - no target (predicted) particle

e*, u*)

le§ T T T
b [ PF(M=1.04QR=0.11)
i MLPF (M=0.99,|QR=0.06)

-
=)

Matched jets / bin

1
>

0.2~ h

0.0 ! \«R

0.6 0.8 159 12 14
jet PT,reco/PT, gen
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https://arxiv.org/abs/2401.05815

Identification...

light quark
Ijet?

gluon jet?

bottom
quark jet?

top
::2;1;?32;2297238 quark ]et?

2015-10-21 06:26:57 CEST
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https://indico.nikhef.nl/event/4875/contributions/21153/attachments/8264/11798/DeepLearning_EUCAIFCon_Amsterdam_2024_v2.pdf

..with Al

Vast landscape of taggers CMS Muon ID: made in
|
2800 - o LLF taggers .PaI’T f.t. ICTEA.
HLF taggers CMS Simulation (13 TeV)
@ Transfer learning 2 1.00pm T
. *PELICAN S T VA >
2490 e " LorentzNet Goos fmmmn o
. P () £ 0 goi e Tight ID + mini-isolation E
.00 Pareto frontier.’ © 0-90¢
e S 0.85 ]
4 IS 5
ParticleNet = 0.80F 3
o 1600 A ',' ® ° 5 0%
. . ar 0.75F =
« DiscgFFS on EFPs ParticleNet-lite DE_ i
1200 A A L ResNeXt 0.70- 3
TreeNjiN ® g
l" '\g PFNDNN EFP: .CNN 065 E
2@ DNNEFPs u
800 - K4 68|\'}ISSGJ€ ® LBN 0.600 M| AT TR
o’ EFNg PoLa P-CNN 107 1072 10" 1
. ® LoLa Nonprompt muon rate
’ :
400 - R . Linear EFPs
,00 ® DA
¢ n-PELICAN TopoDNN ¢
0+
10t 102 103 104 10° 10° 107
Parameters
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https://indico.nikhef.nl/event/4875/contributions/21153/attachments/8264/11798/DeepLearning_EUCAIFCon_Amsterdam_2024_v2.pdf
https://doi.org/10.1088/1748-0221/19/02/P02031

Inference: unfolding

e Use classifiers to learn appropriate Detector-level
weights § Data
Step 1:

Data
Un—1 > Wn

Reweight Sim. to Data

Pull Weights

—_—
—

Push Weights

§(xd;7a)

Particle-level

Step 2:

Reweight Gen.

Wn
Un—1 ? Un

Generation

=
I

detector

INN

9(zp,7p)

{zdv Td}

S Lyvp, MSE

'% Simulation
e s
I
—=
e Morph distributions one into the
other using diffusion models
{&p, T}
---------- »
{zp,mp}
e parton
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https://arxiv.org/abs/1911.09107
https://arxiv.org/abs/2404.XXXXX

Inference: anomaly detection

Gaussian processes)
@ Multivariate gaussian associated to a set of
random variables (Ndim — Nrandom mriables)
@ Kernel as a similarity measure between bin
centers (counts) and a averaging function

p(z) =0, (9)

d—(x+ ﬂ;) [ 210t (2 —(x—2)?
Solea) = A e | ) ) ).
2 (5, 7') ““'( 2a Vi ri@) P\ riwr

(10)
Ss(a,a’) = C 1‘:([)( e .«ﬂ)’/].ﬂ) t:xp( 5 (=P @ - m)?) ,’ri’).
o () |

@ Signal is not parameterized
e Hyperparameters fixed by the B-only fit

@ S: residual of B-subtraction

i0*

® ATLASMC

10 = GF background fit £100
£10° Z Lo
L 10!
g 10%4
Z10

5

10" -

d F0
£ o B T g o
& background fit residuals ]
s ! 8

10°

10° ted si
< 10° \"' E
g10° N
“ €
€ 102 i s
1] &

[y .

1

i /i !

10° ~750{

2 1000

3 a 5 6 " P3
Invariant Mass [TeV] Mg [TeV]

AMVA4NewPhysics deliverable 2.5 public report

B UCLouvain

Institut de recherche

Inverse B
en mathématique et physique

@ Data: mixture model with small S

@ Classification based on sample properties

@ Compare bootstrapped samples with
reference (pure B)

@ Use Metodiev theorem to translate inference
into signal fraction

@ Validate with LR y LDﬁt ICT EA!

@ Promising results

KS t.s. for event 5

14
12
10 ok/tried = 0.14
8
6
f
|
1
2 f
0 0.05 0.10 015 020 0.2

Test statistic

STQP Atihreshold 0.13062013354841126, TPR=0.36, FPR=-0.17
8 T
<0.13092013354841128)

4 >= 0l{88b2013354841128)
| .

Sample Quantiles
!

e

-2 -1 0 1 2
Theoretical Quantiles

Vischia-Dorigo arXiv:1611.08256, doi:10.1051/epjconf/201713711009, and P.
Visehia’é talkat/ EMS2eH g te!lisence at CERN - 2024.05.07
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Go to INFERNO: syst-aware

Inference opt.

compute via automatic differentiation

SIMULATOR OR NEURAL
APPROXIMATION NETWORK

-

- T
softmax S0 = ag?aaj g1
&
Sz
> & log £ 4 U
SUMMARY INFERENCE-AWARE
STATISTIC LOSS

stochastie gradient update ¢'7! = ¢ + n(t) Vel

)
(=]
L

244

221

20

validation-set inference-aware loss

18

16
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https://doi.org/10.1016/j.cpc.2019.06.007

Measurement-aware analysis opt.
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https://arxiv.org/abs/2203.05570

Measurement-aware detector opt.!

e Joint optimization of design parameters w.r.t. inference made with data

e MODE White Paper, 10.1016/j.revip.2023.100085 (2203.13818), 117-pages
document, physicists + computer scientists

iade it L = L(physics output)

Multidimensional

stochastic variable
(often latent variables) \ + A (E(COS'G))

z ~p(z|z \

Sensor readouts

\
\
Y

¢(6) = R[z,0,v(0)]

s = A[¢(0)]

Low-dim summary
i for inference
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High-level features ™ ™= wm


https://doi.org/10.1016/j.revip.2023.100085
https://arxiv.org/abs/2203.13818
https://arxiv.org/abs/2203.13818

Prototype for muon tomography

TomOpt: Differential optimisation for task- and constraint-aware design of particle detectors in the
context of muon tomography

Giles C. Strong, Maxime Lagrange, Aitor Orio, Anna Bordignon, Florian Bury, Tommaso Dorigo, Andrea Giammanco, Mariam Heikal, Jan Kieseler, Max
Lamparth, Pablo Martinez Ruiz del Arbol, Federico Nardi, Pietro Vischia, Ha{ham Zaraket

v
s I%ut and specifications of detectors designed for tomography by scattering of cosmic-ray
muons. The software exploits differentiable programming for the modgh f Miuon interactions with detectors and scanned volumes, the inference of volume properties, and
the optimisation cycle performing the loss minimisation. In doing ‘ ovide the first demonstration of end-to-end-differentiable and inference-aware optimisation of
tw

We describe a software package, TomOpt, developed to optimise the geom:
particle physics instruments. We study the performance of tie ‘e on a relevant benchmark scenarios and discuss its potential applications.




CERN Al structures

e CERN Interexperimental Machine Learning Working Group,
https://iml.web.cern.ch

The IML working group holds regular meetings open to all interested parties and maintains
a discussion forum to facilitate the exchange of information among the LHC experiments
in machine learning. The IML working group also fosters connections with other HEP
experiments and the ML community at large.

Coordmators ?} q}‘\
Fabio Catalano (ALICE) Lorenzo Moneta (SFT) 01,Qt Vischia (CMS)

3 2

.N

Stefano Carrazza (TH) Anja Butter (TH) Julian Garcia Pardinas (LHCb)

Daniel Whiteson (ATLAS)
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https://iml.web.cern.ch/

CMS Al structures

e Shared coordination area between Physics and Offline&Computing
¢ Informs the collaboration, promotes new techniques, review Al-based analyses

e Real impact on steering Al applications in a 5000k members collaboration

ML Group Coordinator: Pietro Vischia

e  CMS member since 2009
e Ph.D. in 2016 from Instituto Superior Técnico (Lisboa)
o Bachelor and Master's: Universita degli Studi di Padova
e “Ramodn y Cajal” Senior Researcher at Universidad de Oviedo and ICTEA sin&o
01/2023
o Postdoc: UCLouvain (BE, 2018-2022), Universidad de Oviedo (ES, 2016-2018)
o Predoc: research fellow at LIP Lisboa (PT, 2011-2016)
e  Analysis highlights: top mass and xsec, charged Higgs, WZ, ttH multilepton
e Rolesin CMS
o CERN IML coordinator for CMS (2020-2024)-
Statistics Committee member (2015-ongoing)
HiggsWW L3 (2021-2023), LHC EWK multiboson WG convener (2018-2020)
Combine contact (SMP and TOP), Computing coordinator and PT Grid T2 admin (2013-2016),
ARC chair (3x) and member (13x), CCLE (6x), MC contact (HIG-Exo, HIG, HWW), CMSDAS
facilitator (3x), Trigger shifter (online and offline)
e ML in several papers and preprints (various CMS analyses, anomaly detection,
design of experiments, neuroscience), badly edited the photo to the right with ML
e  Other: Pl of NeuroMODE (neuromorphic computing for design of experiments and
trigger applications), steering board of MODE (Machine-learning Optimized Design
of Experiments), steering group of EUCAIF (European Coalition for Al in
Fundamental physics). Past: partner node Pl of AMVA4NewPhysics (Advanced
MultiVAriate Analyses for New Physics)
e  Regular courses and lectures on ML; book on Stat and ML near completion (or at
least this is what | told the editor :D )

oo0o
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European Al structures

e European initiative for advancing the use of Artificial Intelligence (Al) in
Fundamental Physics"

o ICTEA (PV) inthe Steering Board!

EUROPEAN COALITION FOR Al IN
FUNDAMENTAL PHYSICS

JENAA

Joint ECFA-NUPECC-APPEC Activities
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Fundamental — Applied

e [ndustries (e.g. in Asturias) can profit from Al developed at CERN!

(o}

Just contact us!

e Many industrial applications of CERN Al technology

o

(o]

Images from CERN

X/ detectors (Xrays, PET)
Hadron therapy and proton CT
Vacuum technology
Cryogenics

Art

WWW

o

o

o

MRI

GPS
Satellites
Solar panels

Airport security scanners

Space watch (avoid asteroids)
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https://home.cern/about/what-we-do/our-impact

We have been doing "Al"-assisting

since thousands of years

Be prepared for the next thousand!
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